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Introduction

Comparing Machine Learning Methods for Hyperspectral Image 
and Text Classification
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Methods

Hyperspectral images have hundreds of channels 
that span across the electromagnetic spectrum, 
unlike regular color images that only have red, green, 
and blue color channels. They are able to provide more 
information than regular images, which is useful in 
tasks such as object and mineral detection.
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Results: Text

(Left) The ground truth 
image for the Salinas data 
set, showing labels for 
the pixels, where the 
dark purple areas 
represent unknown 
pixels. 
(Right) The predicted 
image for a neural 
network using 30% of 
the data as training and 
10% as validation, which 
was found to have 
95.79% accuracy.

(Left) Confusion matrix for 
the neural network. Points 
on the diagonal are 
classified correctly, all 
others are not. 
(Right) The error plot for 
the neural network; 
purple points are 
correctly classified and 
yellow are incorrect. 

(Above) A comparison of the accuracies of machine learning methods for 2 
data sets: Salinas Valley and Kennedy Space Center (KSC). Supervised 
learning algorithms have consistently high accuracies while 
K-Means, an unsupervised learning algorithm, does significantly 
worse. 

Yelp and IMDB movie 
reviews (2 classes: 
positive and negative)

● Supervised methods consistently performed 
better than unsupervised methods for all data. 

● These algorithms generally perform better for 
hyperspectral image segmentation than text 
classification. 

● Text data required more training data than 
hyperspectral images to achieve similar 
accuracies (in this case, 60% vs 30% training data).

● The Salinas data set performed more than 15% 
better than the KSC data set for most methods.

● Methods that consider order of the words more 
accurately classify by meaning whereas algorithms 
that consider word frequency more accurately 
classify by topic. 

(Above) A comparison of the accuracies of machine learning methods for 3 
data sets using 60% training and 10% validation data. CNNs and RNNs, which 
consider order of the words more accurately classify based on meaning 
(Yelp and IMDB data sets), while the other algorithms, which consider only 
word frequency better classify based on topic (News articles data set).

Results: Text

(Above) A graph comparing the performance of neural networks (NN), 
convolutional neural networks (CNN), and recurrent neural networks (RNN) 
for varying amounts of training data. The performance of RNNs and 
CNNs is affected more by amount of training data than NNs.
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Results: Hyperspectral Images

Objectives

● Apply and compare the performance of machine 
learning algorithms for hyperspectral image 
segmentation.

● Compare the performance of these algorithms for 
hyperspectral images vs text classification.  

Satellite image of Salinas 
Valley, CA (16 classes)

Satellite image of 
Kennedy Space Center, FL 
(13 classes)

News articles (20 classes)
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